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ABSTRACT 

Broadcast media organisations produce many news scripts every day for 
dissemination as content. Such text data is often reused in the process of 
producing TV programmes and web news. To efficiently utilise this much 
data, it is necessary to accurately attach metadata such as labels that 
indicate the content of the text. However, manually assigning labels takes 
an enormous amount of time and effort. With the aim of reducing costs, we 
have developed a system that automatically labels news articles. A major 
challenge in the multi-label text classification task in the news domain is 
known as ‘imbalanced learning.’ We proposed a novel loss function that 
utilises some weights and a label-smoothing technique to suppress label 
imbalance. Experimental results show that our method outperforms 
baselines. We introduce a prototype system based on our method as a test 
bed for content creation and discuss some of the results that it achieves. 

 

INTRODUCTION 
Much text data is utilised in the process of producing TV programmes and web news. To 
create media content efficiently, it is necessary to attach accurate metadata, such as 
labels that indicate the content, to large amounts of text. Metadata attached to text can 
enable producers to efficiently retrieve and use past material in the creation of new content 
and enable viewers to easily access articles that they want. 

Conventionally, metadata indicating content has been added to text data manually. In 
recent years, the amount of text data that needs to be handled has grown very large, 
driving a need to develop technology that supports the task of metadata generation to 
reduce costs, particularly for producers and broadcast stations with limited numbers of 
staff. 

We have developed a system that uses AI technology to automatically assign multiple 
labels representing genre and content to news articles. This system performs multi-label 
text classification based on neural networks and makes it possible to add accurate 
metadata to large amounts of text in less time than is required for conventional manual 
metadata addition. The system was introduced and tested at two local broadcast stations. 
In one instance it was used to analyse the topics of news articles over a one-year period, 
and in the other instance, to add labels to news articles published online. 

News articles cover a wide variety of topics in general, and the system must assign 
multiple labels to them. Since the labels vary from major genre areas down to quite 
detailed minor topics, their frequencies of appearance vary widely, and the labels for minor 



  
topics in the training data can appear extremely infrequently. It is known that when AI 
models are trained with datasets including labels that occur infrequently, the classification 
accuracy deteriorates. We therefore developed a learning algorithm that suppresses the 
influence of wide imbalances in label appearance frequencies and aimed to improve its 
performance. 

MULTI-LABEL TEXT CLASSIFICATION 
Multi-label text classification is a key task in natural language processing that is applied to 
various situations in the real world [1], [2], [3]. Examples of real-world usage include 
classification of legal documents [4] and automatic diagnosis through medical records [5]. 

In multi-label text classification, the task is to assign an appropriate label subset  𝑙(𝑖) ( 𝑙(𝑖) ∈
𝐿) to document 𝑥(𝑖) (𝑥(𝑖) ∈ 𝑋), where 𝐿 is the set of predefined labels, 𝑋 is the set of 
documents and 𝑖 is the index of input samples. Fig. 1 shows the conceptual image of multi-
label text classification. 

Following rapid advances in machine learning technology in recent years, multi-label text 
classification is often tackled with neural networks. We also approach this task using a 
neural network paradigm.

 

Figure 1 – Conceptual image of the multi-label text classification task 

Learning of A Model in Multi-label Text Classification 

The task of multi-label learning is to learn from training data a function 𝑓: 𝜒(𝑖) → 𝑦(𝑖), where 

𝜒(𝑖) (𝜒(𝑖) ⊂  ℝ𝑑   ) denotes a 𝑑-dimensional feature vector representing a document and 

𝑦⬚
(𝑖)

= {𝑦1
(𝑖)

, 𝑦2
(𝑖)

, … , 𝑦𝑁
(𝑖)

} ∈ {0, 1}𝑁 denotes ground-truth values as a multi-hot vector of 

labels. A model outputs the estimated probability 𝑝𝑛 of the 𝑛-th label, and the probabilities 
are fed into a loss function, which measures the loss as the difference between the 

model’s output 𝑝𝑛 and the ground-truth value 𝑦𝑛
(𝑖)

.  For the sake of simplicity, we omit (𝑖), 

the index of a sample, in the rest of this paper. 

Binary cross entropy (BCE) is a widely used loss function in the field of multi-label text 
classification. BCE is defined for one sample as 

BCE =  − ∑[𝑦𝑛 log 𝑝𝑛 + (1 − 𝑦𝑛) log(1 − 𝑝𝑛)]

N

n=1

   𝐸𝑞. (1)  



  

Fig. 2 shows a conceptual image of the model learning with BCE loss for one sample. The 
probabilities 𝑝𝑛  as outputs of the model and the ground-truth values 𝑦𝑛 are input to the 
BCE computation. The ground-truth values 𝑦𝑛 comprise a multi-hot vector defined on the 
label subset. If the label corresponding to the 𝑛-th position is assigned to the input 

document, 𝑦𝑛 becomes 1; otherwise it is 0. Therefore, if the label is positive for the sample, 
only the term log 𝑝𝑛 is summed into the final loss value BCE in Eq. 1. On the other hand, if 
𝑦𝑛 = 0, the term log (1 − 𝑝𝑛) is summed into the final loss value. The terms log 𝑝𝑛 and 
log (1 − 𝑝𝑛) represent the loss associated with differences between the probabilities 
produced by the model and the ground-truth values. BCE calculates the loss for each label 
and then calculates the sum for one sample. The model learns to reduce the loss by 
making the output probabilities {𝑝𝑛} closer to the ground truth values {𝑦𝑛}. 

The Challenge of the News-Domain Text Classification Task 
In real-world applications, multi-label 
text classification is a very important 
technology for automatic metadata 
assignment to content. Generally, a 
document in the real world contains 
multiple concepts, so single-label text 
classification tasks are insufficient for 
relating documents using metadata. For 
example, simply labelling an article 
about a tennis match as ‘sports’ would 
not be a very useful metadata addition. 
Instead, we can organise the data more 
usefully by adding more detailed labels 
such as ‘tennis’ or ‘Wimbledon’ as 
metadata. 

In multi-label text classification, many 
predefined labels suitable for the domain could be constructed. Especially in the news 
domain, a very wide range of topics must be covered. However, it is difficult to train neural 
network models to output accurate labels on training data with a wide variety of detailed 
topics. This is because there are significant differences in the frequencies of occurrence of 
labels in the training data [6], [7]. As an example, Fig. 3 shows label frequencies for the 
news-based benchmark dataset Reuters-21578 for multi-label text classification. Reuters-

Figure 3 – Label distribution in Reuters-21578. The 
vertical axis represents the frequency of labels on 
the dataset, and the horizontal axis represents the 
index 𝑛 assigned to the labels in frequency order. 

Figure 2 – Model learning with BCE loss in the multi-label text classification task. 



  
21578  consists of 21,578 documents taken from the original Reuters-22173 corpus after 
the removal of 595 duplicate documents by Lynch and Lewis in 1996 [8], [9], [10]. As the 
figure shows, the label frequencies follow a long-tailed distribution. 

Such a long-tailed label distribution leads to a decrease in the accuracy of neural 
networks. Major (high-frequency) labels that appear frequently in the training data have 
many documents to train on, while minor (low-frequency) labels that appear rarely have a 
far smaller number of document types to train on. As a result, the neural network may 
become overtrained to specific document features and minor labels, and will often not 
output minor labels on documents that do not contain an exact match with the learned 
sentences or words. This is a major problem in multi-label text classification in general, but 
is particularly prevalent in the news domain due to the wide range of topics covered. 

AUTOMATIC NEWS LABELLING SYSTEM 

In this section, we describe a prototype Automatic News Labelling System developed 
using multi-label text classification. The system automatically assigns labels indicating the 
genre and content of news articles entered through a web-based interface. Fig. 4 shows 
the process flow of the assignment of labels to a news article. 

 

Figure 4 – Process flow in labelling a news article in our system 

First, the article provided by the user is tokenised by the tokeniser. To process natural 
language using a neural network, it is necessary to segment the language into ‘tokens.’ 
This is because neural network models cannot process language per se, but use a 
dictionary to map short input word sequences (tokens) into corresponding vectors (i.e. a 
numerical representation) for processing. However, unlike English, where tokens may 
correspond to individual words, Japanese words are not separated by spaces, so we split 
sentences into tokens using other sentence parsing techniques [11].  

The split tokens are then fed into a BERT (‘Bidirectional Encoder Representations from 
Transformers’) network [12]. BERT is a type of Transformer [13] neural network that uses 
attention techniques and is known to deliver stable performance in a variety of natural 



  
language processing tasks. The BERT network in our system was pre-trained using NHK 
news articles and Twitter data. The first token output as a feature of BERT is determined 
to be a special token used for classification tasks. The system treats the output vector of 
this special token as a vector representing the meaning of the entire document and 
extracts it. 

Finally, the system feeds the extracted vector of special tokens into a feed-forward neural 
network (FFNN). The vector dimensionality is fixed at 768 for BERT. However, the number 
of labels we want to classify is not necessarily 768. A FFNN is responsible for converting 
vectors that represent the meaning of a sentence into score vectors whose dimension is 
the number of labels we want to classify. The system calculates a score (probability) for 
each label and outputs those labels whose score exceeds a threshold (0.5 in this case). 

Fine-tuning of the Model Utilised in the System 
In recent years, most language models such as BERT used in various applications have 
been pre-trained to acquire general linguistic information using a large amount of text. 
However, for downstream tasks such as multi-label text classification, the model must be 
trained with more task-specific data (‘fine-tuning’) to adapt the model better to the task at 
hand. 

In order to fine-tune the language model used in this system, we constructed a multi-label 
text classification dataset based on NHK news articles as the domain. Based on past 
articles published on NHK's web news site, NHK NEWS WEB, we assigned labels 
indicating the content to about 50,000 articles in the data set. The total number of labels in 
the dataset was 1,015, and the labels were defined as a set of nouns that can generically 
represent the content of the articles. All labels were determined by consensus between 
annotators and supervisors by reading published articles. Subsets of labels were assigned 
to articles according to consensus between two annotators. 

Since we did not intentionally eliminate label imbalance in the dataset we constructed, the 
model in this system is also expected to have low accuracy for low-frequency labels. We 
therefore constructed a new loss function to reduce the effect of label imbalance. 

Suppression of Effect of Label Imbalance 
BCE is often used in multi-label text classification, but it is vulnerable to label imbalance 
effects. The ultimate loss value for one sample is the sum of the loss values from each 
label. But across the whole dataset, most of the loss from low-frequency labels is 
dominated by the terms log (1 − 𝑝𝑛) in Eq. (1) contributed by the many negative samples 
(the many articles 𝑛 for which the label is absent). 

In addition, an imbalance between positive and negative labels in a single input sample 
may have a negative impact on model training. In news article classification tasks, a large 
number of labels are predefined. For example, in our prototype system, we predefined 
1,015 labels (𝑁 = 1015). On the other hand, a single news article tends to be assigned no 
more than 10 labels. The ultimate loss is constructed by the summation of the loss values 
from all (1015) labels, so a large proportion of the loss for a single sample is dominated by 
losses from the negative labels. The imbalance disturbs meaningful learning of the positive 
labels for which the model should learn to output higher probabilities. 

In this paper, we propose a loss function that combines a weight based on label 
frequencies, a weight that reduces the influence of negative samples, and a weight based 
on label co-occurrence information. This loss function aims to suppress the impact of 
imbalanced datasets including many low-frequency labels on the training of a model. 



  
We propose a method called weighted asymmetric loss (WASL), inspired by the 
asymmetric loss (ASL) [14] that has been proposed in the image classification domain. We 
aim to appropriately select loss values from negative labels to suppress, and we adjust the 
suppression in accordance with the label frequencies. Furthermore, by performing label 
smoothing (LS) [15] based on co-occurrence of (correlations between) the labels, we 
compensate for the small number of samples of low-frequency labels and suppress the 
overfitting of the model. We define WASL as 

WASL =  − ∑ 𝑤𝑛[𝑦𝑛
′ log 𝐿+ + (1 − 𝑦𝑛

′ ) log 𝐿−]

N

n=1

  𝐸𝑞. (2)  

𝐿+ = (1 − 𝑝𝑛)
⬚
𝛾+ log 𝑝𝑛   𝐸𝑞. (3)  

𝐿− = (𝑝𝑛
′ )

⬚
𝛾−

′(𝑛)

log(1 − 𝑝𝑛
′ )   𝐸𝑞. (4)  

𝑝𝑛
′ = max(𝑝𝑛 − m, 0)   𝐸𝑞. (5)  

 𝛾−
′(𝑛) = 𝑤𝑛𝛾−, 𝐸𝑞. (6)  

𝑤𝑛 =  

(1 − 𝛽)

1 − 𝛽
⬚

𝑐𝑛
𝑁

∑
(1 − 𝛽)

1 − 𝛽
⬚

𝑐𝑛
𝑁
𝑛

  𝐸𝑞. (7)   

where 𝛽 (𝛽 ∈ [0,1]) is a hyperparameter that determines the strength of the class-balanced 
weights and m is a hyperparameter that is sufficiently small to discard the loss values from 

negative samples for which learning has sufficiently progressed. 𝛾+ and 𝛾−  (0 ≤  𝛾+ < 𝛾−) 
are hyperparameters that adjust the balance between loss values from positive or negative 
labels. 𝑐𝑛 represents the frequency of the 𝑛-th label in the dataset. 

The three principal concepts underlying our proposed method are as follows: suppression 

of loss values from negative labels by  𝛾−
′(𝑛); re-sampling of label frequencies by 𝑤𝑛; and 

the use of the smoothed ground-truth values 𝑦𝑛
′  in Eq. (2) in place of the original 𝑦𝑛

⬚ (see 
below). 

In multi-label text classification, for any given sample (article), most labels are negative, 

meaning that most of the 𝑦𝑛
⬚  are 0. As a result, the total loss value is dominated by 

(1 − 𝑦𝑛
′ ) log 𝐿− in Eq. (2), representing the loss derived from negative labels. During the 

training process, the model can reduce the loss value by making the output probability of 
the corresponding label closer to the ground-truth value. This dominance of negative 
labels prevents the model from learning meaningfully. Thus, we introduce in our method 

the weight 𝛾−
′(𝑛) in Eq. (4). 𝛾−

′(𝑛) is determined by the hyperparameter 𝛾− and the weight 𝑤𝑛 

to adjust for the effect of label frequency. It can selectively reduce the loss values derived 
from already well-learned negative labels. 

We introduce the class-balanced weight utilised in class-balanced loss (CBL)  𝑤𝑛 in Eq. (7) 
so that the model can more appropriately consider the differences in label frequencies [16]. 
As a label 𝑦𝑛 appears more frequently in a dataset, 𝑤𝑛 becomes smaller. This reduces loss 
values associated with high-frequency labels and increases those associated with low-
frequency labels. CBL was proposed by Cui et al. [16] for correcting label imbalance in a 



  
single-label classification task but has also proven successful in text classification (17) so 
in this work, we use this extension of CBL for multi-label text classification. 

Label smoothing (LS) techniques proposed by Szegedy et al [15] can suppress overfitting 
of a model and calibrate the model. We perform LS with the label co-occurrence 
information set as prior probabilities to suppress overfitting of the model. LS here is 
defined as 

𝑦𝑛
′ = (1 − 𝛼)𝑦𝑛 + 𝛼 norm(𝑜𝑛)  𝐸𝑞. (8)  

𝒐 = 𝒚 ⋅  𝑷   𝐸𝑞. (9)
where 𝛼 (𝛼 ∈ [0,1]) is a hyperparameter that determines the degree of smoothing and  
norm(⋅) is the min-max normalisation function. Also, 𝒚 (𝑦𝑛 ∈ {0, 1}𝑁) is a multi-hot vector 
for the input sample and 𝑷  indicates a square matrix of positive pointwise mutual 
information (PPMI) calculated from the number of co-occurrences of each label [18], [19]. 
Fig. 5 shows an example smoothed target vector produced by our method, where the 
labels ‘wheat’, ‘flour’, and ‘grain’ tend to co-occur with each other in the training data. If 
‘wheat’ and ‘grain’ are positive labels for some input sample, that sample is likely to also 
be associated with the label ‘flour.’ Some value is re-distributed to related labels for some 
sample (from ‘wheat’ and ‘grain’ to ‘flour’ in this case) according to the strength of the co-
occurrence (PPMI score) across the whole dataset. On the other hand, no value is 
distributed to the label ‘gold’ because it does not co-occur with ‘wheat’ and ‘grain’ in the 
training data. The model can learn from input sample - relevant label pairs, even if the 
labels are not truly positive labels. 

Figure 5. – Hard target  𝒚 (multi-hot vector) and smoothed target 𝒚′  

produced by label smoothing in our method. 

EXPERIMENT 
We conducted a comparative experiment with baseline methods to investigate the 
effectiveness of the proposed method. We used macro-f1 and micro-f1 as evaluation 
metrics. Reuters-21578 and NHK NEWS WEB were utilised in this experiment as 
benchmark datasets. The model was implemented using PyTorch [20] and Transformers 
[21], and the optimisation method was AdamW [22]. The common hyperparameters in both 
datasets and all methods were as follows. The number of learning epochs was set to 50, 
dropout rate was 0.1, and output threshold was unified to 0.5. All hyperparameters (except 



  

Dataset 

Methods / Metrics 

Reuters-21578 

Macro-f1 / Micro-f1 

NHK NEWS WEB 

Macro-f1 / Micro-f1 

BCE 0.586 / 0.903 0.488 / 0.732 

ASL 0.644 / 0.904 0.503 / 0.745 

WASL (proposed) 0.669 / 0.911 0.506 / 0.754 

Table 1 - Experimental results. Means of five trials are 
shown for the proposed method and baselines 

the common ones) were determined by using grid search according to micro-f1 on 
validation data. Table 1 lists the results of this experiment. As we can see in Table 1, the 
proposed method significantly outperformed the baselines on both datasets. These results 
suggest that the proposed method is effective for training a model on an imbalanced 
dataset. 

AUXILIARY MODULES OTHER THAN AUTOMATIC LABELLING 
In addition to the automatic labelling function, the system also contains modules for 
extracting keywords and listing related articles. These modules are implemented with the 
aim of facilitating content creation assistance based on automatic labelling.  

The keyword extraction function highlights place names and proper nouns in a news article 
provided by the user. This can assist the user in creating and applying new fine-grained 
labels. In multi-label text classification using neural networks, all the labels to be assigned 
must be defined in advance, and it can be difficult to add topical news article labels 
corresponding to the latest popular words or place names. However, there is a 
considerable need among content producers for such functions that can add metadata 
such as labels for proper nouns and place names. By utilising named entity extraction 
technology, likely proper nouns and place names in the text can be extracted, listed, and 
highlighted to assist producers in considering the creation of new labels. 

The system can also list published articles in a news database that are related to an article 
input or specified by the user. Some news topics have a high degree of continuity from 
previous articles, and when publishing new articles, including links to related prior articles 
increases reader satisfaction and engagement. 

This module is implemented by comparing vectorised news articles using cosine similarity 
scores. By using cosine similarity, we eliminate the effect of the indeterminate number of 
labels assigned to a news article, making it possible to measure the relevance of an article 
according to its content. 

Articles in the database have labels like those assigned to the input article by the system.  
The system can automatically label large amounts of old article data that does not yet 
have metadata, making it easier to reuse large amounts of old articles that have not thus 
far been organised for content creation. 

USE CASES 
NHK has local broadcasting stations in each Japanese prefecture providing content that is 
specialised for each region. Such stations have fewer staff and need more efficient content 
production, so we introduced our prototype Automatic News Labelling System in related 
but different use cases at two local stations. 



  
Programme Creation Reusing News Articles 
Here we explain an example where the system was used for content reuse. Broadcasters 
often need to reuse published content to help create new content. However, it may be the 
case that the content they have created does not have the metadata necessary for reuse. 

At the end of 2023, producers at a local broadcast station wished to create a segment in a 
news programme about ranking news articles published on the local news website over 
the course of a year by topic. Unfortunately, the news articles published over the one-year 
period were not annotated with topic metadata. We used our system to automatically 
assign labels and re-aggregate the published article data by topic. Specifically, we 
reaggregated data from 121 articles, and the labels automatically assigned by the system 
were manually reviewed and confirmed. The rankings were then shown on news 
programmes to help viewers visually grasp local events from the past year. 

Automatic Labelling of News Articles 
In NHK, each regional station publishes local news on its website for the prefecture it 
serves. Unlike the national news site, the local news sites did not label news articles due 
to limited staffing. It is hoped that the introduction of our system will allow efficient 
metadata addition even with a small number of staff, enabling viewers also to access such 
information associated with local services. 

In the article publishing workflow, producers input completed pre-publication news articles 
into the system. They then check and correct the output labels, and manually enter new 
labels if necessary. Labels constructed in this way are then published on the website 
alongside the news articles and displayed as hyperlinks to related articles. 

Operational Issues 
We found that using this system can help broadcasters with limited staff to produce rich 
content. However, some practical issues were also identified.  

News articles on local news websites tend to be focused on unique traits of the region, and 
producers in local regions want more specific labels expressing these unique regional 
features. The labels defined in this system, however, are intentionally constructed to be 
common words. To attract the interest of local viewers, more specific proper nouns should 
be assigned to news articles instead of generic words. It is difficult to collect a large 
number of labels that represent the characteristics of the region. Even if we collect a few 
samples, such labels are trained even less frequently than other minor labels, making it 
difficult to solve this problem using only the method in this paper. Therefore, it will be 
necessary to prototype new algorithms, such as generative methods. 

The user interface of the system was also identified as a major practical issue. Our system 
was initially conceived and intended to be usable nationally by NHK, and we built the 
interactive interface accordingly. However, in practice, producers needed to deal with 
many articles at once, for example for aggregation work. When using the system for 
content reuse, it was reported that the system's interface was not a good fit with the 
production workflow, resulting in inefficient use of time. We thus concluded that we should 
implement an interface more suitable for individual workflows, including for example a 
batch processing interface. 

 



  
RELATED WORK 

Many studies have proposed model architectures to improve the quality of multi-label 
classification. For example, Chen et al [23] developed a basic encoder-decoder model 
using a convolutional neural network and recurrent neural network for multi-label 
classification. Adhikari et al [24] reported that a well-tuned simple bidirectional-LSTM 
model can outperform some complex models. Models considering the relationship 
between labels have also been proposed. Yang et al [25] proposed a sequence generation 
model that treats the multi-label text classification task as a sequence generation problem 
with the aim of considering label relations. Also,  Xiao et al [26] achieved a state-of-the-art 
performance on the AAPD dataset of Yang et al [25].  While many methods focusing on 
architecture have been proposed, such complex approaches tend to require extensive 
computing resources. Furthermore, even simple pre-trained models like BERT [12] still 
maintain a state-of-the-art performance on some datasets. Most existing models for multi-
label text classification are trained with BCE, which makes them susceptible to label 
distribution, especially for imbalanced learning. Therefore, an approach that focuses on 
the loss function is required. 

From a different perspective, methods that utilise dependencies between labels can also 
help improve the accuracy on multi-label text classification tasks. Dembczyński et al [27] 
pointed out the importance of considering label correlations in the multi-label text 
classification domain. Pal et al [28] proposed a model that treats the relationships between 
labels by means of graph attention networks [29]. Zhao et al [30] developed a model that 
creates clusters of labels and extracts the correlations between clusters. Song et al [31] 
achieved state-of-the-art performance on some datasets with a method combining a cloze 
task and multi-label text classification. On the other hand, many methods that take into 
account the relationship between labels have been proposed in the image classification 
domain [32], [33], [34]. Many methods based on label correlation utilise label embedding 
techniques [35] and graph convolutional networks [36]. Methods based on adjusting 
ground-truth values directly, for example LS, are not discussed so much. LS can suppress 
overfitting of a model and calibrate the model [37]. We believe that LS can be helpful for 
improving the accuracy of models for multi-label text classification. 

CONCLUSIONS 
Broadcasting stations produce many news scripts every day for TV programmes and web 
content. In order to efficiently use and re-use this large amount of text data, metadata 
labels that indicate the contents of the manuscripts must be accurately assigned. 
However, manually labelling takes a huge amount of time and effort, and in order to 
improve efficiency and significantly reduce the burden and cost of news production, we 
developed a prototype system that uses AI to automatically label news manuscripts. 

To realise this system, we utilise multi-label classification, a task in which a computer 
outputs the applicable subset of labels for a given input manuscript. The model learns from 
training pairs consisting of an article and its associated label subset.      

Since news articles cover a vast range of topics, label classification requires an enormous 
number of words to be prepared as label candidates, but in most cases only a few 
appropriate labels are assigned to any single article. As a result, previous research has 
shown that the adjustment of probabilities during learning is biased towards the process of 
reducing the probability of labels that do not match the content of the article being wrongly 
output (rather than increasing the probability of those labels that do appear being correctly 
output). This has a negative impact on learning and leads to a decline in classification 
performance. 



  
To tackle this issue, we developed a novel loss function to suppress the effects of this 
‘label imbalance’. The loss function we developed utilises some weights that reduce the 
loss values from negative labels and high-frequency labels. Additionally, label smoothing 
based on label co-occurrences is introduced to suppress overfitting of the model to low-
frequency labels. Evaluation experiments confirmed that our method improved 
classification performance on imbalanced data. 

The prototype Automatic News Labelling System we developed has been introduced for 
testing at two local broadcasting stations and has achieved a reduction in the effort 
required for content production, while identifying some workflow issues that remain to be 
tackled. We expect subsequent versions of this and other similar systems to allow 
producers to create richer content in the future with less cost and effort. 
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